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Abstract: Garbage generated every day can be a problem because some types of waste are difficult 

to decompose so they can pollute the environment. Waste that can potentially be recycled and has 
a selling value is inorganic waste, especially cardboard, metal, paper, glass, plastic, rubber and other 

waste such as product packaging. Various types of waste can be classified using machine learning 
models. The machine learning model used for classification of waste systems is a model with the 

Convolutional Neural Network (CNN) method. The selection of the CNN architecture takes into 

account the required accuracy and computational costs. This study aims to determine the best 
architecture, optimizer, and learning rate in the waste classification system. The model designed 

using the Xception architecture with the Adam optimizer and a learning rate of 0.001 has an accuracy 
of 87.81%. 
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1. Introduction 

Garbage generated every day can be a problem because some types of waste are difficult to 

decompose so they can pollute the environment[1]. Waste consists of two types, namely organic 

waste and inorganic waste. Organic waste is waste that comes from the remains of living organisms, 

while inorganic waste comes from non-living organisms. Waste that can potentially be recycled and 

has a selling value is inorganic waste, especially cardboard, metal, paper, glass, plastic, rubber and 

other waste such as product packaging.[2] 

Various types of waste can be classified using machine learning models. The machine learning 

model used for classification of waste systems is a model with the Convolutional Neural Network 

method. The model with this method will recognize garbage images by extracting image features 

and recognizing patterns according to the labels on the training data[3]. 

In the last few decades, deep learning has become a powerful tool. This is evidenced by its ability 

to handle large amounts of data and be able to recognize patterns from the data it manages. One of 

the popular algorithms for handling large amounts of data is the Convolutional Neural Network[4]. 

The Convolutional Neural Network architecture used to design machine learning models plays 

an important role. The more precise the choice of Convolutional Neural Network architecture, the 

better the accuracy of the model made to predict the garbage image. In addition to good accuracy, 

each architecture has a different size, parameters, and cost (CPU/GPU). The Xception architecture is 

an architecture that has high accuracy, small size, and fewer parameters than some other 
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architectures, so that models trained using this architecture will be used effectively and efficiently to 

predict images[5]. 

2. Materials and Methods 

2.1 Machine Learning 

Initially, machine learning was a term used to refer to a branch of computer science that studied 

algorithm design methods that were able to learn or adapt to data patterns without being explicitly 

programmed. Machine learning has several computational methods that can improve performance 

by utilizing knowledge derived from experience when learning[6]. 

2.2 Convolutional Neural Network 

Convolutional Neural Network is one of the deep learning algorithms used to classify images. 

CNN operates using convolution and uses at least one layer. Artificial neural networks can generally 

change the input value by inserting it into a series of hidden layers. Each layer can consist of a set of 

neurons, where each layer will be fully related to the previous layer. Finally, the previous layers will 

be fully connected to generate predictions[7]. 

2.3 Convolutional Layer 

 

Figure 1. Convolution Operations 

Convolutional Layer or convolutional layer is a layer in which there are feature essence extraction 

operations. The essence feature extraction operation is the dot product between the weights in the 

filter and the image pixels to be filtered and then summed afterwards as shown in Figure 1. 

Convolution Operations[3]. 

2.5 Xception 

Xtreme of Inception (Xception) is a Convolutional Neural Network architecture that uses the 

depthwise separable convolution method. This architecture is the result of the development of the 

Inception architecture which has 36 convolution layers that form the basis of the feature extraction 

network[8]. 

2.6 Optimizer 

Optimizer is an algorithm or method used to change the existing attributes on artificial neural 

networks. The attributes that can be changed using this algorithm are the value of weight and 

learning rate with the aim of reducing the value of loss during the training process[9]. 

2.6.1 Adaptive Moment Estimation (Adam) 
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Adam is an algorithm developed from the classic Stochastic Gradient Descent (SGD) algorithm 

where the network weight values have been updated. The use of this algorithm requires setting the 

learning rate first before carrying out the training process. Learning rate is a training parameter that 

is used to calculate the connection weight value when the training process is carried out. The size of 

the learning rate used will affect the effectiveness and efficiency of the training process[10]. 

2.7 Methods 

 

Figure 2. Research Stages 

Research materials are in the form of Kaggle datasets, photo datasets obtained independently, 

datasets sourced from the internet, books, theses, journals, and other scientific sources obtained from 

various websites. The stages of this research are starting with data collection, data splitting, model 

design, model training, and model evaluate. 

3. Results 

3.1 Data Collection 

Table 1. Dataset Description 

The data collected consisted of 2,527 data sourced from Kaggle and 120 data produced 

independently by the author by taking photos directly and searching for them from the internet, so 

that the total data used was 2,647 data. Each data in the dataset is an image with a .jpg extension 

(Joint Photographic Experts Group). The following table shows the description of the dataset used. 

 

Figure 3. Kaggle Datasets 

Name Files Type Source Download Link 

Garbage 

Classification 

.jpg Kaggle https://www.kaggle.com/datasets/asda

sdasasdas/garbage-classification 

Independent 

Datasets 

.jpg Obtained 

independently 
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The image is some data for cardboard, glass, metal, paper, plastic, and trash classes obtained from 

the kaggle site. There are 403 data in the cardboard class, 501 data in the glass class, 410 data in the 

metal class, 594 data in the paper class, 482 data in the plastic class, and 137 data in the trash class. 

 

Figure 4. Independent Datasets 

The images are some data for cardboard, glass, metal, paper, plastic, and trash classes that 

were obtained independently. There are 20 data for each class, a total of 120 data. 

3.2 Data Splitting 

 

Figure 5. Data Splitting 

At this stage the author divides the collected dataset into several parts, namely training data, 

validation data, and testing data, with respective ratios of 0.7, 0.15, and 0.15 of the total data which 

has a ratio of 1 The distribution ratio aims to distribute the validation data and test data obtained 

independently, which is distributed more, namely 3 data for each class. If the ratio is reduced to 0.1 

for validation data and 0.1 for test data, then there are only 2 scattered data for each class. The 

distribution ratio of 0.15 for the validation data and test data makes the data distributed 50% more. 

From dividing by this ratio, 1,850 training data, 402 validation data, and 395 test data are obtained. 

The distribution of training data, test data, and previous validation data was carried out 

randomly using the library available in Python. The author installs and uses a library called split 

folder to separate the data set into different directories according to the division of the data. The 

training data will be separated into a directory named "train", the test data will be separated into a 

directory named "test", and the validation data will be separated into a directory named "val." 

 

Figure 6. Data Variable 

 Next, the location of the "train" directory is assigned to the train_dir variable, the "val" directory 

location is assigned to the val_dir variable, and the "test" directory location is assigned to the test_dir 

variable where these variables will be processed using the ImageDataGenerator class. 
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Figure 7. Target and Batch Data 

After dividing, we create the TARGET_SIZE and BATCH_SIZE variables where these variables 

are used to store pixel size values and batch data sizes for training, validation and testing processes. 

Then use the flow_from_directory function of the ImageDataGenerator class to change the image 

data to the size according to the TARGET_SIZE variable and put it into a data batch where each data 

batch has a size equal to the value of the BATCH_SIZE variable. After this process, the resulting data 

is 1,850 training data, 402 validation data, and 395 test data. 

3.3 Model Design 

 

Figure 8. Xception 

The image is the design of the Xception model used. there are 2048 neurons in the Fully-Connected 

layer before entering the prediction layer which will predict 6 classes with the Softmax activation 

function. From the image, initially the input size was 224x224 and then convolution was carried out 

to become 7x7 in size, but the depth increased. 

3.3.1 Optimizer and Learning Rate 

 

Figure 9. Optimizer and Learning Rate 



60 
 

The model was compiled using the Adam optimizer, learning rate of 0.001, loss using categorical 

crossentropy, and metrics accuracy. So that the model tends to be trained long enough to get optimal 

prediction accuracy for classifying each category. 

3.4 Model Training 

 

Figure 10. Model Training 

At this stage training is carried out on each model with different optimizers and learning rates. The 

epoch value here does not have a significant effect because during the training process the callbacks 

function is used to stop training when the validation value does not increase, the model accuracy has 

become optimal. 

3.5 Model Evaluate 

 

Figure 11. Model Evaluate 

At this stage, the evaluation of the model is carried out using test data and the evaluate method 

provided by the TensorFlow framework with the aim of obtaining a model accuracy value. Based on 

the figure above, the accuracy for the Xception model is 87.81%, where the model uses the Adam 

optimizer with a learning rate of 0.001. 

4. Discussion 

The results of the evaluation of the model using the evaluation method are that the optimal 

accuracy value is obtained in the Xception model with the Adam optimizer setting and a learning 

rate of 0.001. Based on these results, the optimizer setting and learning rate have an effect on the 

accuracy model. 

5. Conclusion 

The machine learning model of the garbage classification system designed using the Xception 

architecture with the Adam optimizer and a learning rate of 0.001 has a better accuracy of 87.81% 

than the models designed using the optimizer and other learning rates. 
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